Learning Rational Probability Distributions with
Bisequential Variational Autoencoders

Georgi Shopov

1/17



Probabilistic Models

L'essentiel est invis- Ps The essential is in-
ible pour les yeux visible to the eyes

French sentence S English translation

Py There's no smoke
L SN :
without fire
Utterance U Transcription

A delicate and precise
watercolor illustration ...

Text description D

Image
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Recurrent Probabilistic Models
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Sequential Transducers

clo3 b|0.1

[T1(adbbc) = 0.2 x 0.4 x 0.1 x 0.15 x 0.65 x 0.4

Sequential transducers — sequential functions

Arbitrary transducers — rational relations
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Expressive Power of Sequential Transducers

Definition
For a, 3, € * such that 5 Ay = ¢, the prefix distance between of
and oy is defined as

B

dp(afh,a7) = || + 1. M
.

Theorem (Mohri [3])
A rational probability distribution P over ¥* is sequential if and only if

Pla)
P(5)

is finite for all n € N.

a, B € Supp(P) & dp(a, B) < n}
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Limitations of Sequential Transducers

% i o = gl
P(a) =< (3)™? ifa=a"
otherwise

P is rational but not sequential because for every n € N,
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n+2 n+1
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Limitations of Recurrent Probabilistic Models
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Bisequential Decompositions
Definition
A bisequential decomposition of a probability distribution P over ¥*
is a tuple (I',n, g), where

® [ is a latent alphabet;
® 7: Y* — (X x N*is a co-sequential function s.t. 7o 7y« = idy+;
® g: (X xT)*—[0,1] is a sequential probability distribution;

e P=nog.
T (a%d) | po(a) (340) | po(a) (a;tﬂ) | po(a) (U%U) | ps(0)
=0, 1} © T OO N © 1} 05
-® T | (a,0) o T | (a,0) S T | (a,0) o Tf | (0,0) O T

a a a a
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Expressive Power of Bisequential Decompositions

Theorem (Elgot and Mezei [1])

A probability distribution is rational if and only if it admits a
bisequential decomposition.

Theorem (Shopov and Gerdjikov [5])

A probability distribution P over ¥* is rational if and only if there exists
a finite partition {L;}?_; of ¥* such that, for 1 < i < n, L; is regular
and {P(-a| Lia)}, 5. is finite. In this case,

OZN,'ﬁ <~ P('Oé’L,Oé):P('IB|L,ﬁ)

is a left congruence and the latent alphabet can be chosen to be

r:{((a\La |aez*}
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Latent Variable Models

e A latent variable model specifies a joint distribution

po(x, z)

over observed variables (data) x € X’ and latent variables z € Z.

® The latent variables explain the hidden structure used to
generate the data.

® However, the marginal distribution over the data

po(x) = /ez po(x, z)dz

is often intractable.
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Evidence Lower Bound
log po(x) = Eq, (z1x) [log po(x)]
po(x;2)qys(z | x)

=E, 21 |lo
92 | 8 b (21 X)as(z | x)]

[ Pe(X>Z)] [ %(Z!X)}
=E;. (zx) |log ———% | +Eg (515 | log ———=
q¢(\)_ gq(b(z\x) q4(z|x) gpg(z|x)

M] + Dk (ap(z | %), po(z | x))
>0

\ pgiz | x)

= Eq,(zlx) | log

Evidence Lower Bound

Dy (442 | %), pyz | X))

g,z | x)

.
¢(0)
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Variational Autoencoders

Definition (Kingma and Welling [2], Rezende et al. [4])
A variational autoencoder is a pair (¢, 0) of parameters defining
® a variational encoder g4(z | x), and
® a generative model py(x,z) = po(x | z)po(2)
that are optimised by maximising the evidence lower bound
B o8 g | = B [on 2T
po(2) ]
99(2 | x)
= Eq, (z1x) [log po(x | 2)] — Dk (as(z | x), pa(2)) -

~
Reconstruction term Regularisation term

= Eqy (o) [log Po(x | 2)] + Eqy(z]x) ['Og
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Bisequential Variational Autoencoders

Definition
A variational autoencoder is called bisequential if
* qo(z | x) =111 94(zi | x=i), and
* py(x,z) =1y po(zi | x<i, z<i)Po(xi | x<i, 2<i).

Theorem
The evidence lower bound of a bisequential variational autoencoder
(¢,0) can be expressed as

n
Eq,(z1%) [Z log py(xi | X<i, 2<i) — Dki(G¢(2i | x>i), po(2i | x<i, 2<i)) |-
i=1 ~

Reconstruction term Regularisation term

Furthermore, when approximating a rational probability distribution,
this lower bound will be tight.
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Expressive Power of Bisequential VAEs

Theorem
Every rational probability distribution can be represented by a

bisequential variational autoencoder.
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Conclusion

We demonstrated how automata theory can be used to:

® Characterise the expressive power of recurrent models.

¢ Identify key limitations — in particular, their inability to
represent non-sequential rational probability distributions.

® Motivate more expressive architectures, such as Bisequential
VAEs, which overcome these limitations and can model the full
class of rational probability distributions.
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